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[bookmark: _Toc40193938]Preface
[bookmark: _Toc535511651]Plan Overview
Preparation and vigilance are vital to ensuring that an organization is able to respond quickly and effectively to a cyber incident. When a cyber incident occurs, having a plan in place that describes the specific actions and procedures the organization should perform can make a big difference. A well-managed incident may have little to no impacts, while undetected or ineffectively handled incidents may cause severe damage that prevents the organization from performing its mission. This Cyber Incident Response Plan (CIRP) template will provide the guidance and structure needed to develop a clear and actionable plan to implement during a cyber incident. This will help minimize damage, reduce disaster response times, and mitigate breach-related expenses. 
Template Guidance
This template can be used as a guide to develop a CIRP for your organization. To aid in development, this template includes a variety of guidance language throughout. This guidance language falls into three categories: development guidance, best practices, and additional resources Throughout the template, this guidance language is included in tables with the icons depicted below in Table 1. 
[bookmark: _Ref40696409]Table 1: Overview of Template Guidance
	Icon
	Usage

	[image: ]
	Development Guidance: Development guidance is included throughout the document to indicate specific instructions to complete the plan. It offers supplemental information that may help organizations fill in placeholders.

	[image: ]
	Best Practice: The template will identify best practices for developing the plan (or conducting the assessments that inform the plan). In some cases, following these best practices is not required for plan completion; however, they will help enhance the plan’s quality and usefulness.

	[image: ]
	Additional Resource: In some cases, this template may reference external resources that provide useful context that will help organizations better understand a concept, collect information as part of plan development, or address other aspects of cyber planning.


This template also includes placeholders that prompt the inclusion of organization-specific information within the existing plan content. These placeholders are included in brackets, with bold blue text and a description of the prompt: [Review Placeholder Example]. Filling in each placeholder will allow you to customize the template to reflect your organization’s specific requirements, capabilities, priorities, and procedures. In some cases, placeholders are for discrete data points such names, positions, and contact information. In other cases, they are used to indicate areas to build-out a more detailed concept or procedure based on your specific organization’s priorities, resources, and concepts of operation. Where placeholders are not relevant to your organization, or you would prefer to exclude them for any reason, simply remove the prompt and customize the plan to your preferences.
To help guide development, there are example entries included in the tables throughout this template. These examples can help indicate the type of information that your organization may want to include and the associated format. Those examples entries should be removed as your organization’s information is inserted into the tables. 
Lastly, you will remove this “Preface” section from the final plan, given that it includes development assistance rather than plan content. When finalized, the plan should begin with the “Record of Changes” section.
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Table 2: Record of Changes
	Change Number
	Section
	Date of Change
	Individual Making Change
	Description of Change
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	Best Practice: Tracking all changes to the plan will help ensure that all individuals implementing or referencing the plan are using the most current version and fully understand where updates have been made since previous iterations. 
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[bookmark: _Toc40193941]Plan Approvals
By their signatures below, the following senior-level officials certify that they approve this Cyber Incident Response Plan (CIRP) and fully understand the incident response procedures that are to be followed in the event of an incident.
	[image: ]
	Best Practice: Examples of senior-level officials that might approve a CIRP include, but are not limited to, City Managers, Chief Information Officers (CIO), Chief Technology Officers (CTO), and Chief Information Security Officers (CISO).
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[bookmark: _Toc40193942]Introduction
Overview of Cyber Incidents
A cyber incident is an event occurring on, or conducted through, a computer or network that jeopardizes the confidentiality, integrity, or availability of computers; information or communications systems and networks; physical or virtual infrastructure controlled by computers or information systems; or information housed on a network. More specifically, types of activity that are commonly recognized as breaches of a typical security policy include:
Attempts to gain unauthorized access to a system and/or to data;
The unauthorized use of systems for the processing or storing of data;
Changes to a systems firmware, software, or hardware without the system owner’s consent; and
Malicious or accidental disruption and/or denial of service.
[Add any other background information on cyber incidents that you feel is necessary to contextualize the plan for your staff]
	[image: ]
	Best Practice:  The amount of additional information that you should include in this section will depend on the amount of experience your personnel have with cybersecurity and incident response. If your organization is well-versed in cybersecurity, more information may not be required. Alternatively, more basic information on what comprises a cyber incident and why they are dangerous may be useful for organizations with less experience in managing cyber incidents. 
In addition, if your organization’s mission makes it particularly prone or vulnerable to a particular type of cyber incident, you may want to highlight that here. If your organization has experienced any significant cyber incidents in the past, you may also want to use this section to describe what occurred. This will emphasize the importance of cyber response and underscore that cyber incidents can impact all organizations. 

	[image: ]
	Additional Resource: The cyber incident response lines of effort below are identified in Presidential Policy Directive (PPD)-41: United States Cyber Incident Coordination.


Cyber Incident Response Lines of Effort
Today’s cyber dependent environment necessitates that the public and private sectors vigilantly manage, respond to, and investigate cyber incidents, and share lessons learned so that others can minimize the potential damage to their information systems and data. Ensuring unity of effort during incident response requires a shared understanding of roles and responsibilities for all participating organizations throughout the cyber incident lifecycle.
There are four lines of effort that drive cyber incident response: Threat Response, Asset Response, Intelligence Support, and Affected Entity Response. These concurrent lines of effort provide the foundation required to synchronize various response objectives before, during and after a cyber incident. Table 3 describes each cyber incident response line of effort. 
[bookmark: _Ref40168294]Table 3: Cyber Incident Response Lines of Effort
	Lines of Effort
	Description

	Threat Response
	Threat response activities include the appropriate law enforcement investigative activities for:
· Collecting evidence and gathering intelligence to provide attribution;
· Linking related incidents and identifying additional possible affected entities;
· Identifying threat pursuit and disruption opportunities; and
· Developing and executing courses of action to mitigate the immediate threat and facilitating information sharing and coordination with asset response efforts.

	Asset Response
	Asset response activities include furnishing technical assistance to affected entities to protect their assets, mitigate vulnerabilities, and reduce impacts of cyber incidents by:
· Identifying other entities possibly at risk and assessing their risk to the same or similar vulnerabilities;
· Assessing potential risks to the sector or region, including potential cascading effects, and developing courses of action to mitigate these risks;
· Facilitating information sharing and operational coordination with threat response; and
· Providing guidance on how best to utilize resources and capabilities in a timely, effective manner to speed recovery.

	Intelligence
	Intelligence support facilitates the building of situational threat awareness and sharing of related intelligence to:
· Create an integrated analysis of threat tactics, techniques, and procedures;
· Identify and assist with the mitigation of knowledge gaps; and
· Suggest methods to degrade or mitigate adversary threat capabilities.
· Share indicators of compromise with other potential victims to increase their defense posture

	Affected Entity Response
	An affected entity is highly encouraged to share information surrounding the event with other cybersecurity specialists to assist with cyber incident response. The affected entity is the data owner and retains responsibility to ensure appropriate actions and safeguards are in place to remediate threats and secure their information.



Table 4 lists the entities, including public and private sector organizations and agencies, involved in each of the four cyber incident response lines of effort.
[bookmark: _Ref40168313]Table 4: Entities Associate with the Cyber Incident Response Lines of Effort
	[bookmark: _Hlk38987593]Lines of Effort
	Associated Entities

	Threat Response
	· Local Law Enforcement
· Cyber Crimes Investigation Unit (CCIU)
· Federal Bureau of Investigations (FBI) Cyber Division 
· [Add the names of additional relevant organizations, including third-party cybersecurity resources]

	Asset Response
	· California Department of Technology (CDT)
· California Cybersecurity Integration Center (Cal-CSIC)
· [Add the names of additional relevant organizations, including third-party cybersecurity resources]

	Intelligence
	· Northern California Regional Intelligence Center (NCRIC)
· Cal-CSIC
· CHP
· CCIU
· FBI Cyber Division
· Multi-State Information Sharing & Analysis Center (MS-ISAC)
· [Add the names of additional relevant organizations, including third-party cybersecurity resources]

	Affected Entity Response
	· CISO
· Information technology (IT) staff
· Management teams
· Cybersecurity operations staff
· [Add the names of additional relevant organizations, including third-party cybersecurity resources]



Incident Response Lifecycle
	[bookmark: _Hlk39750481][image: ]
	Best Practice: The Incident Response Lifecycle below is based on the System Administration, Audit, Network, and Security (SANS) framework. However, it is also acceptable to use the National Institute of Standards and Technology (NIST) Framework (Identify, Protect, Detect, Respond, Recover) instead. Both the NIST and SANS incident response steps are considered industry standards.
If you choose to use the NIST framework or any other, be sure to update the plan’s chapter headings accordingly.


This plan describes the actions and procedures that the organization should perform as a part of cyber incident response. Those actions and procedures fall into seven general stages:
Preparation
Detection
Analysis
Containment
Eradication
Recovery
Post-Incident Activity
Each of the seven phases of cyber incident response have a chapter dedicated to it within this plan. Those phase-specific chapters will describe what the actions that comprise each phase and identify the personnel responsible for completing each action. 
Please see the Annex D: Incident Response Checklist for an overall sequential list of tasks that [Add Organization Name] will perform during each step of incident response.
Relevant Cyber Entities
Resources are available at the state, regional, and federal levels, and through non-governmental organizations, that can assist agencies and organizations to improve their cyber preparedness and response capabilities (see Table 5). This resource is intended to serve as a high-level reference for relevant cyber entities that may be helpful to contact during incident response. For a specific breakdown of the services external resources provide, and the contact information for the agency/organization point of contacts, refer to the Preparation chapter.
[bookmark: _Ref40168341]Table 5: Relevant Cyber Entities
	Cyber Entity
	Description of Services Performed

	Cybersecurity and Infrastructure Security Agency (CISA)
	CISA works with the public sector, private sector, and government partners to share information, build greater trust, and lead the national effort to protect and enhance the resilience of the Nation’s physical and cyber infrastructure. CISA provides cyber assessments through National Cybersecurity Assessments and Technical Services (NCATS)—currently, participants have access to a range of cybersecurity assessments provided through CISA, including cyber resilience review, external dependencies management, cyber infrastructure survey, and vulnerability scanning. 

	MS-ISAC
	The mission of the MS-ISAC is to improve the overall cybersecurity posture of the nation's state, local, tribal and territorial governments through focused cyber threat prevention, protection, response, and recovery. MS-ISAC provides services such as advisory calls, emergency triage, remediation guidance, recovery assistance, log analysis, and forensics.

	Cal-CSIC
	Cal-CSIC's responsibilities are broad, and include: developing a statewide cybersecurity strategy; overseeing a Cyber Incident Response Team, which serves as California's primary unit in cyber threat detection, reporting, and response for the public and private sectors; assisting law enforcement partners in criminal investigations of cyber-related incidents; collecting and sharing cyber threat information among state agencies, utilities, academic institutions, private companies, and others throughout the state; providing warnings of cyberattacks to government agencies and nongovernmental partners; supporting public and private sector partners in protecting their vulnerable infrastructure and IT networks; and assessing risks to critical infrastructure and IT networks.

	The California Governor’s Cybersecurity Task Force
	The California Cybersecurity Task Force is a statewide partnership comprised of key stakeholders, subject matter experts, and cybersecurity professionals from California's public sector, private industry, academia, and law enforcement. The Task Force serves as an advisory body to the State of California Senior Administration Officials in matters related to Cybersecurity. By fostering a culture of cybersecurity through education, information sharing, workforce development and economic growth, the Task Force hopes to advance the State's cybersecurity and position California as a national leader and preferred location for cyber business, education, and research.

	NCRIC
	This regional resource has access to all-source cyber threat intelligence, phishing email analysis, and tabletop exercise support. For InfoSec and IT Teams, the NCRIC offers Vulnerability Scans, Phishing Exercises, Attack Surface Reports, and Incident Support. The NCRIC collects and analyzes cyber suspicious activity reports, including phishing emails, to track regional incidents for regional preparedness and can work with a victimized organization to recover and mitigate future attacks. The NCRIC provides threat briefings or targeting information briefings to senior leadership and is happy to work with participants if they have specific needs. For instance, a participant asked for a law enforcement briefing for an executive audience—the NCRIC is able to provide this support.

	NIST
	NIST provides a foundation for determining jurisdiction/organization cyber preparedness across five core areas: identify, protect, detect, respond, and recover. In addition, the NIST Risk Management Framework 2.0 provides a process that integrates security and risk management activities into the system development life cycle.



Relevant Cyber Departments and Agencies Contact Form
Table 6 can be used to identify points of contact at relevant organizations that [Add Organization Name] may need to notify or communicate with in the event of a cyber incident.
[bookmark: _Ref40168361]Table 6: Cyber Departments and Agencies Contact Form
	Organization
	Point of Contact
	Email Address
	Phone Number

	Organization A
	Jane Doe
	Jane.Doe@email.com
	123-555-5555

	CISA
	[Add Name]
	[Add Email Address]
	[Add Phone Number]

	MS-ISAC
	[Add Name]
	[Add Email Address]
	[Add Phone Number]

	CAL-CSIC
	[Add Name]
	[Add Email Address]
	[Add Phone Number]

	California Cybersecurity Task Force
	[Add Name]
	[Add Email Address]
	[Add Phone Number]

	NCRIC
	[Add Name]
	[Add Email Address]
	[Add Phone Number]

	NIST
	[Add Name]
	[Add Email Address]
	[Add Phone Number]

	[Add additional organization]
	[Add Name]
	[Add Email Address]
	[Add Phone Number]

	[Add additional organization]
	[Add Name]
	[Add Email Address]
	[Add Phone Number]

	[Add additional organization]
	[Add Name]
	[Add Email Address]
	[Add Phone Number]

	[Add additional organization]
	[Add Name]
	[Add Email Address]
	[Add Phone Number]

	[Add additional organization]
	[Add Name]
	[Add Email Address]
	[Add Phone Number]

	[Add additional organization]
	[Add Name]
	[Add Email Address]
	[Add Phone Number]
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[bookmark: _Toc40193943]Incident Response Team
	[image: ]
	Development Guidance: An Incident Response Team is a group of experts that assesses, documents, and responds to a cyber incident so that a network can not only recover quickly, but also avoid future incidents.


It is important to pre-identify the necessary roles for the purpose of incident response. Individuals with the required knowledge and skill sets should be available at all times to respond to an incident. A single individual may perform several roles concurrently and members of an incident response group may or may not participate in a similarly labeled group in their day to day work. Specific incident responses will dictate which roles are necessary and activated.
Please see the Annex D: Incident Response Checklist. for an overall sequential list of tasks that [Add Organization Name] will perform during the seven steps of incident response.
	[image: ]
	Development Guidance: For many organizations, the full list of roles will not be necessary or may not be feasible due to limited resources and staff availability. As you identify the personnel that comprise each role, remove the positions and groups that are not relevant to your organization. Smaller organizations may not require as many teams or positions, and in some cases, the same individual may perform more than one role.
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	Development Guidance: An incident response team should be available for anyone who discovers or suspects that an incident involving the organization has occurred. One or more team members, depending on the magnitude of the incident and availability of personnel, will then handle the incident. The incident handlers analyze the incident data, determine the impact of the incident, and act appropriately to limit the damage and restore normal services. The incident response team’s success depends on the participation and cooperation of individuals throughout the organization. 
Incident response teams can be comprised entirely of internal employees, be fully outsourced, or consist of both internal and external personnel. 
NIST identifies possible structures for an incident response team include the following:
• Central Incident Response Team
• Distributed Incident Response Team
• Coordinating Team
For more information, refer to the NIST Computer Security Incident Handling Guide.


Command Staff 
Table 7 lists the roles that comprise [Add Organization Name]’s Command Staff. 
[bookmark: _Ref40168384]Table 7: Incident Response Team (Command Staff)
	Role
	Description
	Individual(s) Currently in Role

	Incident Commander
	Management level person(s) with the authority to make high-level decisions and approve actions to be taken by the Incident Response Team.
	[Add Name(s)]

	Information Officer
	Disseminates public and non-sensitive information to interested parties.
	[Add Name(s)]

	External Liaisons
	Serves as the point of contact for other governmental and non-governmental agencies and organizations.
	[Add Name(s)]

	Safety Officer
	Monitors incident operations and advises on matters related to operational safety.
	[Add Name(s)]

	Legal Advisor
	Advises incident command on legal matters.
	[Add Name(s)]

	[Add any addition roles specific to your organization]
	[Add high-level role description]
	[Add Name(s)]



General Staff
General Staff – Management
The General Staff is responsible for the functional aspects of the incident command structure. Table 8 lists the roles that comprise the management of the General Staff. 
[bookmark: _Ref40168404]Table 8: General Staff Management
	[bookmark: _Hlk38991868]Role
	Description
	Individual(s) Currently in Role

	Operations Chief (and Deputies)
	Directly manages all incident tactical activities.
	[Add Name(s)]

	Lead Investigator
	Gathers and analyzes technical evidence, determines the cause of the attack, and directs other analysts and IT components to implement system and service recovery.
	[Add Name(s)]

	[Add any addition roles specific to your organization]
	[Add high-level role description]
	[Add Name(s)]



General Staff – Network Group
Table 9 lists the roles that comprise the organization’s Network Group, which is the incident response team responsible for functional aspects of network management.
[bookmark: _Ref40168419]Table 9: General Staff – Network Group
	Role
	Description
	Individual(s) Currently in Role

	Network Group Supervisor
	Oversees Network Group team members.
	[Add Name(s)]

	Network Subject-Matter Experts (SMEs)
	Persons with experience and authorization necessary to manage affected local area networks and firewalls
	[Add Name(s)]

	Firewall Engineers
	Designs, builds, and manages the security infrastructure of IT systems
	[Add Name(s)]

	[Add any addition roles specific to your organization]
	[Add high-level role description]
	[Add Name(s)]



General Staff – Database Group
Table 10 lists the roles that comprise the organization’s Database Group, which is the incident response team responsible for functional aspects of database systems.
[bookmark: _Ref40168432]Table 10: General Staff – Database Group
	Role
	Description
	Individual(s) Currently in Role

	Database Group Supervisor
	Oversees Database Group team members.
	[Add Name(s)]

	Database SMEs
	Person(s) with experience and authorization necessary to manage affected database systems, including:
· Oracle
· Microsoft SQL
· DB2
· [Add to list of database systems based on those used by your organization]
	[Add Name(s)]

	[Add any addition roles specific to your organization]
	[Add high-level role description]
	[Add Name(s)]



General Staff – Platform Group
Table 11 lists the roles that comprise the organization’s Platform Group, which is the incident response team responsible for functional aspects of server and workstation platforms.
[bookmark: _Ref40168445]Table 11: General Staff – Platform Group
	Role
	Description
	Individual(s) Currently in Role

	Platform Group Supervisor
	Oversees Platform Group team members.
	[Add Name(s)]

	Server Platform SMEs
	Person(s) with experience and authorization necessary to manage affected server platforms, including:
· Windows
· Linux 
· [Update list of platforms based on those used by your organization]
	[Add Name(s)]

	Workstation Platform SMEs
	Person(s) with experience and authorization necessary to manage affected workstation platforms, including:
· Windows
· [Update list of platforms based on those used by your organization]
	[Add Name(s)]

	[Add any addition roles specific to your organization]
	[Add high-level role description]
	[Add Name(s)]



General Staff – Application Group
Table 12 lists the roles that comprise the organization’s Application Group, which is the incident response team responsible for functional aspects of server and client applications.
[bookmark: _Ref40168473]Table 12: General Staff – Application Group
	Role
	Description
	Individual(s) Currently in Role

	Application Group Supervisor
	Oversees Application Group team members.
	[Add Name(s)]

	Web Application SMEs
	Person(s) with experience and authorization necessary to manage affected web server applications.
	[Add Name(s)]

	Management Application SMEs
	Person(s) with experience and authorization necessary to manage affected management information systems, including:
· Antivirus
· Patch management
· Email
· Other incident affected applications
· [Update list of systems based on those used by your organization]
	[Add Name(s)]

	Desktop Application SMEs
	Person(s) with experience and authorization necessary to manage affected workstation-based applications.
	[Add Name(s)]

	[Add any addition roles specific to your organization]
	[Add high-level role description]
	[Add Name(s)]
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[bookmark: _Ref40087639][bookmark: _Toc40193944]Preparation
	[image: ]
	Best Practice: The goal of the Preparation stage is to ensure that your organization has the ability to comprehensively respond to an incident at a moment’s notice.


Plans and Policy
[bookmark: _Hlk39009361]Planning begins with the development of the CIRP (and other plans) and training an IRT or identifying outside resources for a third-party IRT. When outsourcing an IRT, the third-party organization will be pre-identified and contracted. Ideally, the contract will be in place before a cyber incident occurs. The third-party organization will perform a review of the customer organization’s IT infrastructure, review and test the CIRP, and clearly establish a Service Level Agreement (SLA) between all parties.
Table 13 identifies other organizational plans and policies that are relevant to cybersecurity or cyber incident response. 
[bookmark: _Ref40168486]Table 13: Other Relevant Plans and Policies
	Plan/Policy
	Description of Plan’s Relationship to CIRP
	Last Update

	Organization COOP Plan
	As both COOP plans and a CIRP address steps for critical operations to continue during a range of emergencies, it is vital to ensure synergy between both documents. 
	1/1/2020

	[Add Plan/Policy Name]
	[Add Description]
	[Add Date]

	[Add Plan/Policy Name]
	[Add Description]
	[Add Date]

	[Add Plan/Policy Name]
	[Add Description]
	[Add Date]

	[Add Plan/Policy Name]
	[Add Description]
	[Add Date]

	[Add Plan/Policy Name]
	[Add Description]
	[Add Date]



[Add any desired information about your organization’s existing plans and policies that may impact this plan.]
The Preparation phase also includes training for operational employees as well as supervisors and managers. They must be trained to identify suspicious behavior, whether it is a computer or other device’s behavior or an interaction with another person, such as a phone call that may be an attempt at social engineering. Employees will also understand the appropriate use for information systems and know the steps necessary will they observe another employee or contractor’s behavior inconsistent with the [Add Organization Name]’s Acceptable Use Policy. Consider that insider threats are still a common source of cybersecurity incidents, including data breaches, theft of intellectual property and sensitive information, damage to networked systems, as well as accidental exposure due to misconfiguration.
Table 14 identifies the existing training courses relevant to cyber incident response and notes the percentage of the personnel that have successfully completed each course (among the personnel that are required to complete it, not the entire organization staff). 
[bookmark: _Ref40168502]Table 14: Relevant Training Courses
	Training Course
	Description of Course
	Date Course Last Updated
	Course Completion Percentage (Among Relevant Staff)

	Data Breach Training
	This training explores best practices for employees to prevent data breaches during the normal course of work.
	1/1/2020
	80%

	[Add Course Name]
	[Add Description]
	[Add Date]
	[Add Percentage]

	[Add Course Name]
	[Add Description]
	[Add Date]
	[Add Percentage]

	[Add Course Name]
	[Add Description]
	[Add Date]
	[Add Percentage]

	[Add Course Name]
	[Add Description]
	[Add Date]
	[Add Percentage]

	[Add Course Name]
	[Add Description]
	[Add Date]
	[Add Percentage]

	[Add Course Name]
	[Add Description]
	[Add Date]
	[Add Percentage]



External Resources
External resources are often just as important as internal resources. Maintaining a comprehensive list of all partner agencies to ensure regular communication is key to establishing and managing effective partnerships to foster open information sharing. [Add Organization Name]’s partners are listed in Table 15 along with a description of the services they provide and the contact information for the agency/organization point of contact.
[bookmark: _Ref40168519][bookmark: _Ref39826565]Table 15: External Resources
	Partner Organization/Agency
	Service Provided
	POC Email
	POC Phone Number

	Federal

	FBI
	[Add Description]
	[Add Email]
	[Add Number]

	CISA Integrated Operations Coordination Center (CIOCC) [formerly the National Cybersecurity & Communications Integration Center (NCCIC)]
	[Add Description]
	[Add Email]
	[Add Number]

	[Add any additional relevant agencies/organizations]
	[Add Description]
	[Add Email]
	[Add Number]

	State

	Cal-CSIC
	[Add Description]
	[Add Email]
	[Add Number]

	CDT
	[Add Description]
	[Add Email]
	[Add Number]

	[Add any additional relevant agencies/organizations]
	[Add Description]
	[Add Email]
	[Add Number]

	Regional

	NCRIC
	[Add Description]
	[Add Email]
	[Add Number]

	[Add any additional relevant agencies/organizations]
	[Add Description]
	[Add Email]
	[Add Number]

	Non-Governmental Organizations/Private Sector

	MS-ISAC
	[Add Description]
	[Add Email]
	[Add Number]

	[Add any additional relevant agencies/organizations]
	[Add Description]
	[Add Email]
	[Add Number]

	Local

	Police
	[Add Description]
	[Add Email]
	[Add Number]

	Utility Provider
	[Add Description]
	[Add Email]
	[Add Number]

	Cellular/Network Provider
	[Add Description]
	[Add Email]
	[Add Number]

	Web Service Hosting
	[Add Description]
	[Add Email]
	[Add Number]

	[Add any additional relevant agencies/organizations]
	[Add Description]
	[Add Email]
	[Add Number]



Personnel
It is critical that all members of the IRT can be quickly contacted in the case of a cyber incident or suspected cyber incident. The “Incident Response Team” chapter lists the IRT positions and describes the role(s) played by each. Table 16 lists the members of [Add Organization Name]’s IRT and includes each person’s email address and phone number. As some members of the IRT may be contracted out to third-party vendors, the table is organized by internal staff and third-party organizations.
[bookmark: _Ref40168541]Table 16: Incident Response Team
	Name
	Position
	Email Address
	Phone Number

	Internal Staff

	Jane Doe
	IT Services Manager
	Jane.Doe@email.com 
	123-555-5555

	[Add Name]
	[Add Position]
	[Add Email Address]
	[Add Number]

	[Add Name]
	[Add Position]
	[Add Email Address]
	[Add Number]

	[Add Name]
	[Add Position]
	[Add Email Address]
	[Add Number]

	[Add Name]
	[Add Position]
	[Add Email Address]
	[Add Number]

	[Add Name]
	[Add Position]
	[Add Email Address]
	[Add Number]

	[Add Name]
	[Add Position]
	[Add Email Address]
	[Add Number]

	[Add Name]
	[Add Position]
	[Add Email Address]
	[Add Number]

	Third-Party Vendors

	[Add Name]
	[Add Position]
	[Add Email Address]
	[Add Number]

	[Add Name]
	[Add Position]
	[Add Email Address]
	[Add Number]

	[Add Name]
	[Add Position]
	[Add Email Address]
	[Add Number]

	[Add Name]
	[Add Position]
	[Add Email Address]
	[Add Number]

	[Add Name]
	[Add Position]
	[Add Email Address]
	[Add Number]

	[Add Name]
	[Add Position]
	[Add Email Address]
	[Add Number]

	[Add Name]
	[Add Position]
	[Add Email Address]
	[Add Number]




[bookmark: _Toc40193945]Detection
	[image: ]
	Best Practice: This phase involves detecting deviations from normal operations in the organization and understanding if a deviation represents a security incident. Early steps taken to detect and verify an incident are important to developing an effective containment and eradication strategy. Once an incident has been detected, resources can be assigned to investigate the scope and impacts.


Indicators of a Cyber Incident
The existence of a cyber incident can be derived from various types of sources, both systematic and from monitored open-source information. Table 17 lists the likely sources and who is responsible for monitoring for an incident or receiving notification from an external agency/organization.
[bookmark: _Ref40168561]Table 17: Cyber Incident Indicators
	Indicator
	Potential Sources
	Responsibility for Monitoring and/or Receiving Notification

	Alerts from Monitoring and Detection Systems
	· Intrusion Detection and Prevention Systems (IDS/IPS)
· Security Information and Event Management (SIEM) and antivirus software and third-party monitoring system or service
· Vulnerability assessment platforms
· [Add any additional sources]
	[Add Position(s)]

	Logs
	· Operating Systems (OS)
· Applications
· Web Servers
· Network devices network monitoring system
· [Add any additional sources]
	[Add Position(s)]

	Users
	· Internal or external users, including non-IT or security-related staff
· Customers can report possible incidents to the IRT directly
· [Add any additional sources]
	[Add Position(s)]

	Internal Teams
	· IT Departments
· IT Help Desks
· IRTs
· Staff that may detect anomalies during their daily work
· [Add any additional sources]
	[Add Position(s)]

	Managed Service Providers
	· Internet Service Providers (ISP)
· Telecommunication Service Providers
· Suppliers
· [Add any additional sources]
	[Add Position(s)]

	Mass Media
	· Newspapers
· Television
· [Add any additional sources]
	[Add Position(s)]

	Website
	· Public security information websites
· Websites by security researchers
· Defacement archive websites
· [Add any additional sources]
	[Add Position(s)]

	[Add any additional indicators that your organization relies upon]
	[Add Sources]
	[Add Position(s)]



Determining how to triage a potential incident depends on the characteristics of the incident and/or events in question. There are many contributing characteristics which may demand different exploratory methods and levels of escalation. Table 18 describes different incident characteristics, the exploratory methods required to determine whether a cyber incident has occurred, and the member(s) of the IRT responsible for the assessment.
[bookmark: _Ref40168584]Table 18: Cyber Incident Characteristics
	Characteristic
	Description
	Exploratory Method
	Responsibility

	Authentication
	Unusual or unauthorized logon attempts, logon activities after hours, remote session attempts, unauthorized privilege escalation, etc.
	The system administrator could review the SIEM logs to understand the account in question and reason for error and advise the ISO.
	[Add Position(s)]

	Data Handling 
	Abnormal ad-hoc requests, unauthorized access or attempted access, inappropriate disclosure, inappropriate destruction of sensitive data, etc.
	The administrator can review SIEM and Active Directory logs to understand the nature of the requests – this could simply be the case of user rights management issues or it could lead to an investigation.
	[Add Position(s)]

	Data Exfiltration
	Large amounts of data leaving the network by an authorized (or unauthorized) user.
	The system administrator may immediately cease all applicable activities related to the incident in question, secure their workstation or area and contact the appropriate ISO or their representative to begin preserving the information or evidence of questionable activities. Do not turn off power to the device in order to allow cybersecurity personnel to conduct forensics.
	[Add Position(s)]

	System Availability
	Web defacements, denial of services, hacking activities, modification of software or systems, suspicious activities
	The administrator may review SIEM logs to understand the activity in question and prepare to restore services from a backup and actively review firewall logs.
	[Add Position(s)]

	Physical
	Power outages, physical damage, sabotage, physical loss or theft of information or systems
	Coordinate with the ISO and the facility infrastructure team to understand the nature of the event and understand how to implement secondary power and possibly provide security personnel to protect the physical perimeter and sensitive areas.
	[Add Position(s)]

	Other
	Social engineering, Trojan or virus infections, harassment, elevated data disclosure, improper disposal of documents.
	Disable the user account, take a screenshot and turn in, unplug the computer from the network, actively log authentication and access actions, etc.
	[Add Position(s)]

	[Add any additional characteristics relevant to your organization]
	[Add any additional characteristics that are relevant to your organization]
	[Add any additional relevant information]
	[Add Position(s)]



Incident Response Team Roles and Responsibilities
Table 19 lists the actions required by the IRT during the Detection phase of cyber incident response, including the position(s) responsible for performing the action. The list suggests a recommended order. In an actual disaster, some tasks may be performed before this list suggests they be performed.
	[bookmark: _Hlk39753102][image: ]
	Best Practice:  SANS describes key components of Detection—which you may want to incorporate into the roles and responsibilities table below—as follows:
• Setting up monitoring for all sensitive IT systems and infrastructure.
• Analyzing events from multiple sources including log files, error messages, and alerts from security tools.
• Identifying an incident by correlating data from multiple sources and reporting it as soon as possible.
• Notifying IRT members and establishing communication with a designated command center (e.g., senior management, IT operations).
• Documenting all information that you collect during the process of detection.
• Threat prevention and detection capabilities across all main attack vectors.


[bookmark: _Ref40168603]Table 19: Detection Roles and Responsibilities
	Step
	Action
	Responsibility

	1
	Report signs of a security incident to the CISO
	Database Group Supervisor

	2
	Performs an initial assessment to determine source of cyber threat
	Lead Investigator

	3
	[Add Detection Action]
	[Add Position]

	4
	[Add Detection Action]
	[Add Position]

	5
	[Add Detection Action]
	[Add Position]

	6
	[Add Detection Action]
	[Add Position]

	7
	[Add Detection Action]
	[Add Position]

	8
	[Add Detection Action]
	[Add Position]

	9
	[Add Detection Action]
	[Add Position]

	10
	[Add Detection Action]
	[Add Position]
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[bookmark: _Toc40193946]Analysis
	[image: ]
	Development Guidance: During this phase, it is vital for resources to be assigned to investigate the incident. Assessments are conducted to determine the incident’s scope, such as which networks, systems, or applications are affected; who or what originated the incident; and how the incident is occurring (e.g., what tools or attack methods are being used, what vulnerabilities are being exploited).


Impact Analysis
During the Analysis phase of cyber incident response, the IRT will conduct an investigation of the incident, including threat and impact analysis, to categorize the impact of the event on the [Add Organization Name]. Once the incident’s impact level is understood it may be appropriate to escalate the incident response and contact other entities.
[Add Position Name] will lead the analysis, which should begin immediately upon the determining that a cyber incident has occurred. An Impact Analysis Worksheet can be found in Annex C: Incident Analysis Worksheet, which can be used to conduct the analyses described below. 
	[image: ]
	Development Guidance: Often, the CISO will be responsible for leading the analysis of a cyber incident.


Functional Impact
Incidents may affect the confidentiality, integrity, and availability of the organization’s information. Table 20 lists the categories used to classify an incident’s functional impact.
	[image: ]
	Development Guidance: Your organization may use a different scale to categorize cyber incident functional impacts. If so, replace the categories in the table below with those used by your organization. 


[bookmark: _Ref40168626]Table 20: Functional Impact Categories
	Category
	Definition

	None
	No effect to the organization’s ability to provide all services to all users.

	Low
	Minimal effect; the organization can still provide all critical services to all users but has lost efficiency.

	Medium
	Organization has lost the ability to provide a critical service to a subset of system users.

	High
	Organization is no longer able to provide more than one critical service to any users.



Information Impact
Incidents may affect the confidentiality, integrity, and availability of [Add Organization Name]’s information. Table 21 lists the categories used to classify an incident’s information impact.
	[image: ]
	Development Guidance: Your organization may use a different scale to categorize cyber incident information impacts. If so, replace the categories in the table below with those used by your organization. 


[bookmark: _Ref40168642]Table 21: Information Impact Categories
	Category
	Definition

	None
	No information was exfiltrated/leaked, disclosed, changed, deleted, accessed, or disclosed by or for unauthorized persons or purposes, or otherwise compromised.

	Privacy Breach
	Sensitive PII of taxpayers, employees, beneficiaries, etc., was accessed or exfiltrated/leaked, or Protected Health Information (PHI) of individuals was used or disclosed by or for unauthorized persons or purposes, or otherwise compromised.

	Proprietary Breach
	Unclassified proprietary information, such as Protected Critical Infrastructure Information (PCII), was accessed, exfiltrated/leaked, or used or disclosed by or for unauthorized persons or purposes.

	Integrity Loss
	Sensitive or proprietary information was changed or deleted accidentally or intentionally.



Recoverability
The size of the incident and the type of resources it affects will determine the amount of time and resources that must be spent on recovering from that incident. Table 22 lists the categories [Add Organization Name] uses to classify an incident’s recoverability impact. 
	[bookmark: _Hlk39002045][image: ]
	Development Guidance: Your organization may use a different scale to categorize cyber incident recoverability. If so, replace the categories in the table below with those used by your organization. 

	[image: ]
	Additional Resource: The NIST approach to analyzing impacts and recoverability can be found in the Guide for Cybersecurity Event Recovery. Your organization can use a different approach to analysis, if desired.



[bookmark: _Ref40168656]Table 22: Recoverability Categories
	Category
	Definition

	Regular
	Time to recovery is predictable with existing resources.

	Supplemented
	Time to recovery is predictable with additional resources.

	Extended
	Time to recovery is unpredictable; additional resources and outside help are needed.

	Not Recoverable
	Recovery from the incident is not possible (e.g., sensitive data exfiltrated/leaked and posted publicly); launch investigation.



Overall Incident Severity
Once the analyses described above are complete, [Add Position Responsible] can prioritize the incident according to its severity level. The appropriate response to an incident is dependent on the severity rating of the incident. Table 23 describes the four levels of severity and identifies the timelines for initial action for incidents at each severity level. Refer to the Annex C: Incident Analysis Worksheet  to assess an incident’s severity score. 
[bookmark: _Ref40168675]Table 23: Incident Severity
	Priority Guideline
	Score
	Initial Action

	Severe:  
Extreme impact on enterprise
	13-15
	Immediately

	High: 
Loss of a major service
	11-12
	Immediately

	Medium:
Some impact some portion of enterprise
	8-10
	Within 4 hours

	Low:
Minor impact on a small portion of enterprise 
	5-7
	Within 24 hours


	[image: ]
	Development Guidance: The initial action timelines listed in the table above are examples of how an organization might assign those values. Update the timelines based on your organization’s preferences and capabilities. 


Cyber Incident Types
A cyber incident can be defined as any security related event that has an actual or potential adverse effect on any computing resource or the data contained therein, or the violation of an explicit or implied security policy. All incidents are classified according to the criteria listed in Table 24. An incident may fit into more than one defined type. 
	[image: ]
	Development Guidance:  Although references to many other incident types can be found in documentation, they all fall in one of the three categories noted above. For example, malicious code such as a virus or trojan will be first recognized as a denial of service, unauthorized access, or inappropriate usage, depending on the payload of the malicious code. Similarly, a phishing attach leading to account compromise will first be recognized as unauthorized access. Using these three incident types, responses can be developed to cover any incident that might affect the enterprise. If your organization prefers to break categorize the incident types more granularly, simply update the table accordingly. 


[bookmark: _Ref40168688]Table 24: Incident Types
	Incident Type
	Description

	Denial of Service
	An incident by which authorized access to systems or data is prevented or impaired. Usually a denial of service (DoS) incident is a security event if the DoS is due to malicious intent. Not all events that prevent or hinder authorized access to systems or data are security incidents. The mechanical, electrical, or administrative failure of a system or access mechanism may not be a security incident.

	Unauthorized Access
	An incident where unauthorized access is attempted or gained to systems or data, such as a phising attack. This access can be logical or physical in nature. Unauthorized access is any access for which permission has not been granted. Such permissions would include connect, authenticate, read, write, create, delete, modify, etc. This unauthorized access can be by an individual or another system.

	Inappropriate Usage
	An incident by which acceptable use policies are violated. Acceptable use policies may include what types of data may be accessed or transmitted, how information may be accessed or transmitted, and where information may be received from or transmitted to.

	[Add additional incident types, as desired]
	[Add Desription] 



Physical Considerations
Any incident involving or affecting physical systems or critical infrastructure mandates the participation of the applicable Critical Infrastructure Protection (CIP) team(s). Incidents involving physical infrastructure have additional considerations in addition to typical cyber-attacks. CIP-centric organizations have to consider more than simply network protection principles; they must also take into consideration the acquisition and replacement of systems on the network.
	[image: ]
	Development Guidance:  If your organization does not have a CIP team, you may delete the table below.


Table 25 lists the members of the CIP team, including the positions that comprise the team and each member’s email address and phone number.

[bookmark: _Ref40168703]Table 25: Critical Infrastructure Protection Team
	Name
	Position
	Email Address
	Phone Number

	Jane Doe
	Transit and Port Security Liaison
	Jane.Doe@email.com
	123-555-555

	[Add Name]
	[Add Position]
	[Add Email Address]
	[Add Number]

	[Add Name]
	[Add Position]
	[Add Email Address]
	[Add Number]

	[Add Name]
	[Add Position]
	[Add Email Address]
	[Add Number]

	[Add Name]
	[Add Position]
	[Add Email Address]
	[Add Number]

	[Add Name]
	[Add Position]
	[Add Email Address]
	[Add Number]

	[Add Name]
	[Add Position]
	[Add Email Address]
	[Add Number]

	[Add Name]
	[Add Position]
	[Add Email Address]
	[Add Number]

	[Add Name]
	[Add Position]
	[Add Email Address]
	[Add Number]

	[Add Name]
	[Add Position]
	[Add Email Address]
	[Add Number]

	[Add Name]
	[Add Position]
	[Add Email Address]
	[Add Number]



Additional FERC Physical Considerations
FERC supplies the following list of physical conditions in Table 26, in order for [Add Organization Name] to ensure compliance.
[bookmark: _Ref40168726]Table 26: FERC Physical Considerations
	#
	Definition

	3.3.2.1
	Physical considerations extend beyond the immediate physical and boundary of the computing center; even beyond the facility walls. Physical considerations encompass any and all physical and / or mechanical features directly or indirectly required to support business operations. Some example areas of concern that may require addition consideration.

	3.3.2.2
	Environmental Control Systems (ECS) are required to maintain an environment conducive to static free temperature and humidity-controlled environment. These controllers are more often than not enabled with an Internet or network connection which inherently creates additional vulnerabilities and risk to the environment.

	3.3.2.3
	Bulk Electrical Systems (BES) require additional considerations during the Post-Incident or Recovery phase of an incident in addition to the “typical” cyber related business recovery actions. BES systems inherently have additional physical recovery considerations to ensure the proper restoration to protect the confidentiality, integrity and the availability of public and private critical physical infrastructure.

	3.3.2.4
	FERC Order 829 mandated additional controls addressing cyber security post-incident recovery for Industrial Control Systems (ICS) hardware, software and computing services associated with BES systems. NERC created implementation guidance CIP-009-6, as part of the overall CIP-009 recovery plan, to provide guidance with national, state and local CIP recovery strategies. More information is available directly from the NERC website at http://www.nerc.com/pa/Stand/Pages/CIPStandards.aspx 

	3.3.2.5
	Security of the facility and applicable supporting infrastructure is another vital area concern. Recovery efforts must include ensuring the physical and / or logical boundaries are “sound” and free of “evidence of tamper”. The organization may no longer have the resources necessary to secure the environment, and therefore may look into other options such as contracted support. This type of action may require support by contracting, financial, logistics and management personnel.



Incident Response Team Roles and Responsibilities
Table 27 lists the actions required by the IRT during the Analysis phase of cyber incident response, including the position(s) responsible for performing the action. The list suggests a recommended order. In an actual disaster, some tasks may be performed before this list suggests they be performed.
[bookmark: _Ref40168756][bookmark: _Ref40105042]Table 27: Analysis Roles and Responsibilities
	Step
	Action
	Responsibility

	1
	Begin steps for evidence preservation and containment
	Lead Investigator

	2
	Perform detailed impact analysis to properly prioritize additional response activities that may be required
	Network Subject-Matter Experts (SMEs)

	3
	[Add Analysis Action]
	[Add Position]

	4
	[Add Analysis Action]
	[Add Position]

	5
	[Add Analysis Action]
	[Add Position]

	6
	[Add Analysis Action]
	[Add Position]

	7
	[Add Analysis Action]
	[Add Position]

	8
	[Add Analysis Action]
	[Add Position]

	9
	[Add Analysis Action]
	[Add Position]

	10
	[Add Analysis Action]
	[Add Position]
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[bookmark: _Toc40193947]Containment
	[image: ]
	Development Guidance: Containment procedures attempt to actively limit the scope and magnitude of the attack. A vulnerability in a particular computer architecture can be exploited quickly. Containment involves acquiring, preserving, securing, and documenting all evidence. Ultimately, Containment has two goals: preventing data from leaving the network and preventing an attacker from causing further damage to your organization’s information technology assets.


Once an incident is detected and analyzed, [Add Organization Name] will contain the incident in order to minimize continued impact and/or disruption of services and reduce the possibility of continued contamination to other services. Tactics supporting the immediate local isolation and containment are vital to slowing, and hopefully stopping the proliferation of the attack. 
A risk management strategy will address the risk at every level, starting with the infected computing device all the way to examining the viability of the network. The affected computing devices may require immediate isolation or removal from the network in order to support the required efforts. Some commonly employed network tactics involve disconnecting or isolating network segments, creating additional firewall rules, employing active IDS/IPS rules or simply disconnecting the infected workstation or server from the company and/or public networks.
The type of cyber incident will inform the actions required to contain the incident. Table 28 identifies different actions that may be required for each of the three cyber incident types.
[bookmark: _Ref40168776]Table 28: Containment Activities by Incident Type
	Incident Type
	Description

	Denial of Service
	[Add containment actions your organization can perform]

	Unauthorized Access
	[Add containment actions your organization can perform]

	Inappropriate Usage
	[Add containment actions your organization can perform]

	[Add additional incident types, as desired]
	[Add containment actions your organization can perform]



	[image: ]
	Development Guidance: If you updated or added to the list of incident types in the Analysis chapter, make sure to update the table above accordingly.
In the description column in the table above, list the different activities that may be required to contain incidents based on the incident type. While the specifics of the incident will ultimately determine which is most appropriate, including the various option in the CIRP can help responders identify options more quickly when an incident occurs. Examples of activities might include: Disconnecting the suspected subnet; terminating the operation; running a full system backup; notifying an appropriate help desk; and changing the passwords on the compromised systems.


[Add Organization Name] identifies goals for containment timelines based on the incident severity, as assessed in the Analysis chapter of this plan. In cases where multiple incidents are occurring simultaneously or in close succession, containment of those incidents that will cause the most serious impacts to mission performance will be prioritized over less severe incidents. Table 29 lists the containment goals for incidents at each level of severity. Refer to Annex C for the Incident Analysis Worksheet which can be used to determine an incident’s severity score. 
[bookmark: _Ref40168792]Table 29: Containment Goals by Incident Severity
	Priority Guideline
	Score
	Containment Goal

	Severe: Extreme impact on enterprise
	13-15
	ASAP

	High: Loss of a major service
	11-12
	<24 Hours

	Medium: Some impact some portion of enterprise
	8-10
	<72 Hours

	Low: Minor impact on a small portion of enterprise 
	5-7
	<7 Days



	[image: ]
	Development Guidance: The containment goals listed in the table above are examples of how your organization might assign those values. Update the goals based on your organization’s preferences and capabilities. 


[bookmark: _Hlk39006201]Incident Response Team Roles and Responsibilities 
Table 30 lists the actions required by the IRT during the Containment phase of cyber incident response, including the position(s) responsible for performing the action. The list suggests a recommended order. In an actual disaster, some tasks may be performed before this list suggests they be performed.
	[bookmark: _Hlk39763299][image: ]
	Best Practice:  SANS describes key components of Containment—which you may want to incorporate into the roles and responsibilities table below—as follows:
• Short-term containment—limiting damage before the incident gets worse, usually by isolating network segments, taking down hacked production server and routing to failover.
• System backup—taking a forensic image of the affected system(s) with tools such as Forensic Tool Kit (FTK) or EnCase, and only then wipe and reimage the systems. This will preserve evidence from the attack that can be used in court, and also for further investigation of the incident and lessons learned.
• Long-term containment—applying temporarily fixes to make it possible to bring production systems back up. The primary focus is removing accounts or backdoors left by attackers on the systems, and addressing the root cause—for example, fixing a broken authentication mechanism or patching a vulnerability that led to the attack.


[bookmark: _Ref40168807]Table 30: Containment Roles and Responsibilities
	Step
	Action
	Responsibility

	1
	Document evidence from the incident
	Lead Investigator

	2
	Complete a full system shutdown 
	Operations Chief

	3
	[Add Containment Action]
	[Add Position]

	4
	[Add Containment Action]
	[Add Position]

	5
	[Add Containment Action]
	[Add Position]

	6
	[Add Containment Action]
	[Add Position]

	7
	[Add Containment Action]
	[Add Position]

	8
	[Add Containment Action]
	[Add Position]

	9
	[Add Containment Action]
	[Add Position]

	10
	[Add Containment Action]
	[Add Position]
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[bookmark: _Toc40193948]Eradication
	[image: ]
	Development Guidance: The goal of this phase is to find and eliminate the root cause of the breach. Eradication is intended to actually remove malware or other artifacts introduced by the attacks, and fully restore all affected systems. Once an incident is detected, analyzed, and contained, your organization can determine how to effectively and safely remove the source of the incident from the computing device and ensure another node in the network is not affected in the future.


The Eradication process must include measures to not only remove the infection from the primary device, but various methods to scan every device on the affected network segment to ensure the relevant risk is addressed. This step should only take place after all external and internal actions are completed. There are two important aspects of Eradication: Cleanup and Notification. Cleanup typically consists of running antivirus software, uninstalling the infected software, rebuilding the OS, or replacing the entire hard drive and reconstructing the network. Table 31 identifies several important considerations that should guide eradication procedures, as well as who is responsible for addressing each. 
[bookmark: _Ref40168823]Table 31: Eradication Considerations Checklist
	Eradication Consideration
	Responsibility

	Have infected systems been hardened with new patches or updates?
	[Identify who in your organization should address the consideration]

	Do any systems or applications need to be reconfigured?
	[Identify who in your organization should address the consideration]

	Have all possible entry points been reviewed and closed up?
	[Identify who in your organization should address the consideration]

	Have all processes to eradicate the threat(s) been covered?
	[Identify who in your organization should address the consideration]

	Are any additional defenses needed to support the eradication of the threat(s)?
	[Identify who in your organization should address the consideration]

	Has all malicious activity been eradicated from affected systems?
	[Identify who in your organization should address the consideration]



Once that is complete, notification will be sent to relevant members of the IRT and others in the organization to alert them that the source of the incident has been removed. Table 32 identifies who must be notified, as well as the individuals responsible for providing the notification and the method though which the notification will be provided. All executive-level officials should be included in this list.
[bookmark: _Ref40168837]Table 32: Notification Requirements Following Removal of Incident Cause
	Individual Requiring Notification
	Individual Providing Notification
	Method of Notification

	IT Service Manager
	Managed Service Support
	Email

	[Add Position]
	[Add Position]
	[Add Description]

	[Add Position]
	[Add Position]
	[Add Description]

	[Add Position]
	[Add Position]
	[Add Description]

	[Add Position]
	[Add Position]
	[Add Description]

	[Add Position]
	[Add Position]
	[Add Description]

	[Add Position]
	[Add Position]
	[Add Description]

	[Add Position]
	[Add Position]
	[Add Description]

	[Add Position]
	[Add Position]
	[Add Description]

	[Add Position]
	[Add Position]
	[Add Description]



[Add an organization chart below to depict the call chain that will be required to notify all members of the IRT of an incident]

	[bookmark: _Hlk40270341][image: ]
	Development Guidance: The organization chart above should be replaced with one from your organization. 


Incident Response Team Roles and Responsibilities 
Table 33 lists the actions required by the IRT during the Eradication phase of cyber incident response, including the position(s) responsible for performing the action. The list suggests a recommended order. In an actual disaster, some tasks may be performed before this list suggests they be performed.
	[image: ]
	Best Practice:  SANS describes key components of Eradication—which you may want to incorporate into the roles and responsibilities table below—as follows:
• Reimaging—complete wipe and re-image of affected system hard drives to ensure any malicious content is removed.
• Preventing the root cause—understanding what caused the incident preventing future compromise, for example by patching a vulnerability exploited by the attacker.
• Applying basic security best practices—for example, upgrading old software versions and disabling unused services.
• Scan for malware—use anti-malware software, or Next-Generation Antivirus (NGAV) if available, to scan affected systems and ensure all malicious content is removed.



[bookmark: _Ref40168855]Table 33: Eradication Roles and Responsibilities
	Step
	Action
	Responsibility

	1
	Identify and prioritize vulnerabilities for mitigation
	Operations Chief

	2
	Remove malware, inappropriate materials, and other components
	Database SMEs

	3
	[Add Eradication Action]
	[Add Position]

	4
	[Add Eradication Action]
	[Add Position]

	5
	[Add Eradication Action]
	[Add Position]

	6
	[Add Eradication Action]
	[Add Position]

	7
	[Add Eradication Action]
	[Add Position]

	8
	[Add Eradication Action]
	[Add Position]

	9
	[Add Eradication Action]
	[Add Position]

	10
	[Add Eradication Action]
	[Add Position]







[bookmark: _Toc40193949]Recovery
	[image: ]
	Development Guidance:  Today’s technological and business environments are dynamic and utilize multiple platforms for information management. This phase of the incident response lifecycle includes your organization’s plans for data recovery, service recovery, and site recovery. Much of this information should be captured in your organization’s Technology Recovery Plan (TRP) or Continuity of Operations (COOP) Plan. These plans are vital to recovering from a cyber incident and resume normal operations.
You can reference those plans below rather than duplicating the same information here. This will help avoid inconsistency between the plans that can arise if content that is quoted in one plan, is updated in another. 


As a result of the ever-increasing reliance on technology, [Add Organization Name] has developed a comprehensive Technology Recovery Plan (TRP) to re-establish services quickly and completely following a disaster. The TRP should be activated immediately after a disaster strikes to enable the efficient recovery of critical systems and help the organization avoid further damage to mission-critical operations.
Data Recovery
The key to an effective data recovery strategy begins with a well planned and executed backup strategy. A back-up strategy may vary from company to company based on the data type, location, sensitivity, availability requirements, and / or data owners. Other variables may come into play such as location of the backup media or the Statement of Work (SOW) with an external data recovery vendor. Refer to [Add Organization Name]’s TRP for a detailed overview of the actions required for data recovery. 
Service Recovery
The organization’s reliance on third-party services during normal operations means that those entities will also play an important role during technology recovery after an incident. Refer to [Add Organization Name]’s TRP for a detailed overview of the actions required for service recovery.
Site Recovery
The actions required for site recovery are based upon what type of recovery site is defined in the BCP (e.g., cold site, warm site, or hot site). Refer to [Add Organization Name]’s Continuity of Operations (COOP) or TRP for a detailed overview of the actions required for site recovery.
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[bookmark: _Toc40193950]Post-Incident Activity
Following an incident, [Add Organization’s Name] should perform lessons learned activities, with the purpose of improving security measures and the incident handling processes, determining the root cause a cyber incident, and identifying recommendations and any shortfalls identified during the incident response process. 
Lessons Learned
	[image: ]
	Development Guidance:   This section will describe the lessons learned activities that the organization will conduct following an incident as well as the process to collect recommendations.



	[image: ]
	Best Practice:  Based on available resources, your organization can customize the contents of this chapter to reflect the amount and type of post-incident assessment and reporting that you would like to complete. It may be possible to combine several products/assessments described below into a single, comprehensive reporting product. 


Learning and Improving
[Add Organization Name]’s IRT will hold lessons learned meetings with all involved parties after a major incident, and periodically after lesser incidents (as resources permit) to improve security measures and incident handling processes. Questions to be answered in these meetings include:
How well did staff and management perform? Were documented procedures followed? Were procedures adequate?
What information was needed sooner?
Were any steps or actions taken that might have inhibited the recovery?
What would staff and management do differently the next time a similar incident occurs?
How could information sharing with other organizations have been improved?
What corrective actions can prevent similar incidents in the future?
What precursors or indicators will be watched for in the future to detect similar incidents?
What additional tools or resources are needed to detect, analyze, and mitigate future incidents?
[Add any additional relevant questions]
[Add Position or Name] will lead the lessons learned meeting following an incident. Table 34 describes how soon these lessons learned meeting will occur after a major incident, and how frequently they will occur for lesser incidents. 

[bookmark: _Ref40191150]Table 34: Frequency of Lessons Learned Assessments
	Type of Incident
	Timeline for Lessons Learned Assessment

	Major Incident
	Initiate lessons learned process within [Add Timeline] of incident.

	Lesser Incidents 
	Conduct a lessons learned process for any lesser incidents that have occurred every [Add Frequency].



After these lessons learned meetings, the organization will use the identified lessons learned to:
[Add a description of any lessons learned products (e.g., trainings, best practice presentations, guidance material) that you would like your IRT to develop based on the key takeaways from the lessons learned meetings]. 
Table 35 describes the lessons learned products that [Add Individual or Position(s) Name] will develop and provides a timeline for development of these product.
[bookmark: _Ref40168874]Table 35: Lessons Learned Product Development 
	Product
	Description
	Timeline for Development

	Incident Response Training
	Training will detail strengths, previously identified areas for improvement, and best practices for incident response
	Within 90 Days of Incident Resolution

	[Add Product Name]
	[Add Description of Product]
	[Add Timeline]

	[Add Product Name]
	[Add Description of Product]
	[Add Timeline]



Root Cause Analysis
A root cause is a fundamental, underlying, system-related reason why an incident occurred that identifies one or more correctable system failures. By conducting a root cause analysis following a cyber incident and addressing root causes, [Add Organization Name] may be able to substantially or completely prevent the same or a similar incident from recurring. [Add Individual or Position] will lead the root cause analysis and will lead the review of logs, forms, report, and other incident documentation to focus on relevant assessment objective, including:
Identifying recorded precursors and indicators;
Determining if the incident caused damage before it was detected;
Determining if the actual cause of the incident was identified;
Determining if the incident is a recurrence of a previous incident;
Identifying measures, if any, that could have prevented the incident; and
[Add any additional areas for analysis]
Following the root cause analysis, [Add Position or Name] will oversee the documentation of the results for future reference and to guide continuous improvement. These results will take the form of a [Add a description of how your organization will capture and disseminate the results of the root cause analysis (e.g., a report or presentation) along with a description of who is responsible for development and the desired timeframes]
	[image: ]
	Development Guidance:   If your organization chooses to complete the root cause analysis as part of the lessons learned products described above, you can delete this section from your plan and describe how the root cause analysis will fit into the lessons learned process above.


Recommendations
In addition to the lessons learned guidance materials and job aides described above, [Add Organization Name] will compose an after-action report based on the lessons learned and any shortfalls identified during the incident response process. This report will also detail how the organization will use the information to update the CIRP, retrain the IRT as necessary, and share information with cybersecurity partners for them to use as lessons learned. 
This after-action report will include specific recommendations that should be made to improve the organization’s incident response processes. Each recommendation will clearly capture when the recommendation was made, a target date for implementing the recommendation, and the individual(s) responsible for implementing the recommendation. This after-action report should be completed within [Add Timeframe] of the resolution of the incident. Strongly consider sharing these lessons-learned so that others can further protect themselves.
	[bookmark: _Hlk38438882][image: ]
	Best Practice: In addition to identifying strengths, areas for improvement, and recommendations, this after-action report can also be used to house other information about the incident response for future reference. For example, it may include a formal event chronology (including time-stamped information from systems), a monetary estimate of the amount of damage the incident caused, and other information for the record.
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[bookmark: _Toc40193951]Plan and Development Maintenance
The CIRP will be updated [Describe Update Frequency], or any time a major system update or upgrade is performed. [Add Individual or Position Name] will be responsible for updating the plan, and so is permitted to request information and updates from other employees and departments within the organization in order to complete this task.
	[image: ]
	Best Practice: In order to maintain operational relevancy, the CIRP should be updated regularly. Ideally, the plan will be updated annually, though this is dependent on organization resources. 


Maintenance of the CIRP will include (but is not limited to) the following:
Ensuring that all team lists are complete and up to date;
Making any required updates to directions and guidance to reflect changes in [Add Organization Name]’s organization, policies, personnel, priorities, and IT systems and equipment;
Ensuring that the plan is compliant with all requirements specified in new laws or regulations. 
[Add any actions or key considerations that your organization would like to include in the plan maintenance process]
During the maintenance periods, all changes to the Incident Response Teams will be accounted for. If any member of an Incident Response Team is no longer an employee of the organization. it is the responsibility of the [Position] to appoint a new team member.
[Add any additional information about the process your organization will use to review and update the plan] 
	[bookmark: _Hlk38437030][image: ]
	Best Practice:  You may want to describe the specific coordination processes that your organization will use to review the plan, identify gaps or required changes, update the plan, and receive approval from leadership.
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[bookmark: _Toc40193952]Annex A: Glossary and Acronyms
Glossary
Authentication: security measure designed to establish the validity of a transmission, message, or
originator, or the identity confirmation process used to determine an individual’s authorization to access data or computer resources.
Availability: assurance that the systems responsible for delivering, storing, and processing information are accessible when needed by those who need them.
Breach: an impermissible use or disclosure by an unauthorized person or for an unauthorized purpose that compromises the security or privacy of Confidential Information such that the use or disclosure poses a significant risk of reputational harm, theft of financial information, identity theft, or medical identity theft. 
Confidentiality: assurance that information is not disclosed to system users, processes, and devices unless they have been authorized to access the information.
Containment: the process of preventing the expansion of any harmful consequences arising from an Incident.
Data: information in an oral, written, or electronic format that allows it to be retrieved or transmitted.
Eradication: the removal of a threat or damage to an information security system.
Event: an observable occurrence in a network or system or of confidential information.
Forensics: the practice of gathering, retaining, and analyzing information for investigative purposes in a manner that maintains the integrity of the information.
Hardware: the physical technology used to process, manage, store, transmit, receive, or deliver information. The term does not include software. Examples include laptops, desktops, tablets, smartphones, thumb drives, mobile storage devices, CD-ROMs, and access control devices.
Incident: an attempted or successful unauthorized access, use, disclosure, exposure, modification, destruction, release, theft, or loss of sensitive, protected, or confidential information or interference with systems operations in an information system.
Incident Response Team (IRT): led by the Incident Response Lead, the core team composed of subject- matter experts and information privacy and security staff that aids in protecting the privacy and security of information that is confidential by law and provides a central resource for an immediate, effective, and orderly response to Incidents at all levels of escalation.
Information Security: the administrative, physical, and technical protection and safeguarding of data (and the individual elements that comprise the data).
Integrity: assurance that the data are authentic, accurate, and complete and can be relied upon to be sufficiently accurate for their purpose.
Malware: a generic term for a number of different types of malicious code.
Protected Health Information (PHI): information subject to HIPAA: Individually identifiable health information in any form that is created or received by a HIPAA Covered Entity, and relates to the
individual’s healthcare condition, provision of healthcare, or payment for the provision of healthcare as further described and defined in the HIPAA Privacy Regulations.
Personal Identifying Information (PII): Under California Civil Code4 §1798.80 81
"Personal information" means any information that identifies, relates to, describes or is capable of being associated with a particular individual, including, but not limited to:
· name, address, social security number, date of birth;
· government-issued identification number; driver’s license; state ID card;
· mother’s maiden name; signature, medical information; insurance information;
· unique biometric data, including the individual’s fingerprint, voice print, and retina or iris image;
· unique electronic identification number, address, or routing code; banking information;
· credit card / debit card information, education, employment (current and/or history).
Recovery: process of recreating files which have disappeared or become corrupted from backup copies.
Sensitive Data: while not necessarily protected by law from use or disclosure, data that is deemed to require some level of protection as determined by an individual agency’s standards and risk management decisions. Some examples of “Sensitive Data” include but are not limited to:
· Operational information
· Personnel records
· Information security procedures
· Internal communications
· Information determined to be authorized for use or disclosure only on a “need-to-know” basis
Threat: any circumstance or event with the potential to adversely impact an information system through the unauthorized access, destruction, disclosure, modification of data and/or denial of service.
Vulnerability: weakness in an information system, system security procedures, internal controls, or implementation that could be exploited.


Acronyms
Refer to Table 36 for definitions of all acronyms used in this plan.
[bookmark: _Ref40169202]Table 36: Acronym List
	Acronym
	Definition

	BES
	Bulk Electrical Systems

	Cal-CSIC
	California Cybersecurity Integration Center

	CCIU
	Cyber Crimes Investigation Unit

	CDT
	California Department of Technology

	CHP
	California Highway Patrol

	CIO
	Chief Information Officer

	CIP
	Critical Infrastructure Protection Teams

	CIRP
	Cyber Incident Response Plan

	CISA
	Cybersecurity and Infrastructure Security Agency

	CISO
	Chief Information Security Officer

	CIOCC
	CISA Integrated Operations Coordination Center

	COOP
	Continuity of Operations Plan

	CTO
	Chief Technology Officer

	ECS
	Environmental Control Systems

	FBI
	Federal Bureau of Investigations

	FERC
	Federal Energy Regulatory Commission

	HIPAA
	Health Insurance Portability and Accountability Act of 1993

	ICS
	Industrial Control Systems

	IDS
	Intrusion Detection System

	IPS
	Intrusion Prevention System

	IRT
	Incident Response Team

	ISP
	Internet Service Providers

	IT
	Information Technology

	MOA
	Memorandum of Agreement

	MOU
	Memorandum of Agreement

	MS-ISAC
	Multi-State Information Sharing & Analysis Center

	NCATS
	National Cybersecurity Assessments and Technical Services

	NCRIC
	Northern California Regional Intelligence Center

	NERC
	North American Electric Reliability Corporation

	NIST
	National Institute of Standards and Technology

	OS
	Operating System

	PCII
	Protected Critical Infrastructure Information

	PHI
	Protected Health Information

	PII
	Personally Identifiable Information

	PPD
	Presidential Policy Directive

	SANS
	System Administration, Audit, Network, and Security 

	SIEM
	Security Information and Event Management

	SLA
	Service Level Agreement

	SOW
	Statement of Work

	TRP
	Technology Recovery Plan

	UASI
	Urban Areas Security Initiative Program
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[bookmark: _Ref38442305][bookmark: _Toc40193953]Annex B: Memorandum of Agreement
	[image: ]
	Development Guidance: This template is intended to be your guide for writing an MOU. It is important to note that the sample paragraphs are geared for illustration purposes toward a specific MOU example. Further, each community’s MOU language will need to be modified according to the purpose of the agreement. This document does not address every issue that jurisdictions may face when seeking to establish an MOU. An MOU will be customized to the capability or resource for which it is established and will consider any unique characteristics of the specific community and participating jurisdictions.



Memorandum of Agreement (MOA) between [Add Providing Agency/Jurisdiction] and [Add Requesting Jurisdiction].

WHEREAS, on this event and associated conditions will collectively be referred to as [Add Name of Incident]; and

WHEREAS, on [Add Date], this declared emergency event consists of [List Type of Incident]; and

WHEREAS, the following extreme conditions exist: [Briefly describe the incident (e.g., lives threatened, extent of property/infrastructure damaged and/or threatened). List the type of conditions contributing to the disaster such as strong winds and low humidity aiding fires that swept through the region]; and

(If applicable) WHEREAS, on [Add Date] a Presidential Declaration of Emergency (FEMA‐XXXX‐DR) was issued; and

WHEREAS, the Emergency Management Mutual Aid Plan delineates the current state policy concerning Emergency Management Mutual Aid; and

WHEREAS, the Emergency Management Mutual Aid Plan describes the standard procedures used to acquire emergency management mutual aid resources and the method to ensure coordination of emergency management mutual aid planning and readiness; and

WHEREAS, the county emergency manager is the Operational Area Emergency Management Mutual Aid Coordinator; and

WHEREAS, Emergency Management Mutual Aid Plan provides, in pertinent part, “When an emergency develops or appears to be developing which cannot be resolved by emergency management resources within an Operational Area, it is the responsibility of the Operational Area Mutual Aid Coordinator to provide assistance and coordination to control the problem;” and

WHEREAS, the Emergency Management Mutual Aid Plan provides, in pertinent part, “A request for emergency management mutual aid requires the approval of an authorized official of the requesting jurisdiction;” and

WHEREAS, the (Authorized Official Title) of the County of [Add Requesting Agency/Jurisdiction] requested the mutual aid assistance of [Add Providing Agency/Jurisdiction], pursuant to the Emergency Management Mutual Aid Plan to provide emergency management support in connection with the [Add Name of Incident]; and

WHEREAS, [Add Providing Agency/Jurisdiction], provided emergency management mutual aid consisting of emergency management personnel, equipment, and/or materials from [Add Date Through Date] to assist with emergency management services in connection with the [Add Name of Incident]; and

WHEREAS, [Add Providing Agency/Jurisdiction] agrees to document all of its mutual aid assistance costs related to the [Add Name of Incident] as attachments to this MOA and submit to [Add Requesting Agency/Jurisdiction] as soon as practicable;

NOW, THEREFORE, IT IS HEREBY AGREED by and [Add Requesting Agency/Jurisdiction] and [Add Providing Agency/Jurisdiction] that [Add Requesting Agency/Jurisdiction] shall reimburse all reasonable costs associated with [Add Providing Agency/Jurisdiction] emergency management mutual aid assistance during the [Add Name of Incident].

Providing Jurisdiction
Approved: _______________________________ 	Date ____________ 
[Name/Title] 
Providing Agency
Approved: _______________________________ 	Date ____________ 
[Name/Title] 
Requesting Agency/Jurisdiction
Approved: _______________________________ 	Date ____________ 
[Name/Title] 






[bookmark: _Ref39658565][bookmark: _Toc40193954]Annex C: Incident Analysis Worksheet
The Incident Analysis Worksheet is used to document an incident, categorize its impacts, and ultimately calculate its severity. Once the incident is categorized it is prioritized according to its severity level. The appropriate response to an incident is dependent on the severity rating of the incident.
Incident Overview
In order to accurately identify incident impacts, use Table 37 to categorize and description the incident.
[bookmark: _Ref40169239]Table 37: Incident Overview
	Incident Type
	Description of Incident

	[Add Incident Type based on categories listed in Analysis chapter of this plan]
	[Briefly describe what occurred]



Functional Impact 
Incidents may affect the confidentiality, integrity, and availability of the [Add Organization Name]’s information. Use Table 38 to classify the incident’s functional impact as None, Low, Medium, or High.
[bookmark: _Ref40169273]Table 38: Functional Impact
	Category
	Definition

	None
	No effect to the organization’s ability to provide all services to all users.

	Low
	Minimal effect; the organization can still provide all critical services to all users but has lost efficiency.

	Medium
	Organization has lost the ability to provide a critical service to a subset of system users.

	High
	Organization is no longer able to provide more than one critical service to any users.

	Functional Impact Category:
	[Add the category relevant to this incident]



Information Impact
Use Table 39 to classify the incident’s information impact as None, Privacy Breach, Proprietary Breach, or Integrity Loss.
[bookmark: _Ref40169342]Table 39: Information Impact
	Category
	Definition

	None
	No information was exfiltrated/leaked, disclosed, changed, deleted, accessed, or disclosed by or for unauthorized persons or purposes, or otherwise compromised.

	Privacy Breach
	Sensitive PII of taxpayers, employees, beneficiaries, etc., was accessed or exfiltrated/leaked, or Protected Health Information (PHI) of individuals was used or disclosed by or for unauthorized persons or purposes, or otherwise compromised.

	Proprietary Breach
	Unclassified proprietary information, such as PCII, was accessed, exfiltrated/leaked, or used or disclosed by or for unauthorized persons or purposes.

	Integrity Loss
	Sensitive or proprietary information was changed or deleted accidentally or intentionally.

	Information Impact Category: 
	[Add the category relevant to this incident]



Recoverability Impact
The size of the incident and the type of resources it affects will determine the amount of time and resources that must be spent on recovering from that incident. Use Table 40 to classify an incident’s recoverability impact. 
[bookmark: _Ref40169384]Table 40: Recoverability Impact
	Category
	Definition

	Regular
	Time to recovery is predictable with existing resources.

	Supplemented
	Time to recovery is predictable with additional resources.

	Extended
	Time to recovery is unpredictable; additional resources and outside help are needed.

	Not Recoverable
	Recovery from the incident is not possible (e.g., sensitive data exfiltrated/leaked and posted publicly); launch investigation.

	Recoverability Impact Category:
	[Add the category relevant to this incident]



Overall Impact Severity
By adding the scores in Table 41 from the following evaluation criteria, a severity rating is established:
	[image: ]
	Development Guidance:  Certain types of data, due to regulatory and/or legal definitions are always classified as ‘High’. One example would be HIPAA covered Electronic Protected Health Information


[bookmark: _Ref40169490]					Table 41: Incident Severity Scoring
	Action
	Score

	Potential number of affected parties: How much productivity is impacted by this incident?

	Less than 1% of systems; less than 1% of workforce 
	1

	More than 1%, but less than 10% of systems; more than 1% but less than 10% of workforce
	2

	More than 10% of systems; more than 10% of workforce
	3

	Probability of widespread escalation: Does this incident have the potential to spread to as yet unaffected systems?

	Minimal
	1

	Moderate
	2

	High
	3

	Commonality: Has this occurred in the past; is there experience in mitigating this particular incident?

	Commonly Seen
	1

	Occasionally Happens
	2

	Rare
	3

	Potential for damage or loss: How expensive is the incident expected to be, both in lost production and in mitigation costs.

	Minimal
	1

	Moderate
	2

	High
	3

	Business impact: What is the expected negative impact on the overall health of the enterprise both in short- and long-term contexts?

	Minimal
	1

	Moderate
	2

	High
	3



Once the analyses described above are complete, it is possible to prioritize the incident according to its severity level. The appropriate response to an incident is dependent on the severity rating of the incident. Table 42 describes the four levels of severity and identifies the timelines for initial action for incidents at each severity level. 
[bookmark: _Ref40169536]Table 42: Impact Severity
	Priority Guideline
	Score
	Initial Action

	Severe: Extreme impact on enterprise
	13-15
	Immediately

	High: Loss of a major service
	11-12
	Immediately

	Medium: Some impact some portion of enterprise
	8-10
	Within 4 hours

	Low: Minor impact on a small portion of enterprise 
	5-7
	Within 24 hours

	Incident Severity Score:
	[Add Incident Severity Score






[bookmark: _Ref39733877][bookmark: _Toc40193955]Annex D: Incident Response Checklist
Table 43 section presents a sequential list of tasks that [Add Organization Name] will perform during the seven steps of incident response. The list suggests a recommended order. In an actual disaster, some tasks may be performed before this list suggests they be performed.
	[image: ]
	Development Guidance:   The checklist captures key, high-level actions that commonly occur during incident response. Based on your organization’s resources, staff, standard operating procedures, priorities, and other factors, you should modify the checklist to reflect the actions you anticipate being required to response to a cyber incident. 
In the “Responsibility” column, you do not need to list the names of every individual that is responsible for performing each action. Including the name of the relevant team, office, or entity is sufficient. If a single individual is responsible, consider including either the position name or the position name and the individual’s name. Including only the name of the individual responsible can make implementation of the plan more challenging or confusing if that individual is no longer with the organization when this plan is used during an incident. The roles and responsibilities you fill-out in each phase of the incident response lifecycle should also be included here.

	[image: ]
	Best Practice: The table below reflects only Detection, Analysis, Containment, and Eradication. Preparation and Post-Incident are left out, as they do not have specific actions that must be performed in a particular order under time sensitive conditions. Recovery is left out as recovery actions are captured in the TRP.


[bookmark: _Ref40193278]Table 43: Incident Response Checklist
	Step
	Action
	Responsibility
	Completed

	1
	Detection

	1.1
	Report signs of a security incident to the CISO
	Database Group Supervisor
	☐
	1.2
	Performs an initial assessment to determine source of cyber threat
	Lead Investigator
	☐
	1.3
	[Add Actions]
	[Add Position/Individual]
	☐
	2
	Analysis

	2.1
	Begin steps for evidence preservation and containment
	Lead Investigator
	☐
	2.2
	Perform detailed impact analysis to properly prioritize additional response activities that may be required
	Network Subject-Matter Experts (SMEs)
	☐
	2.3
	[Add Actions]
	[Add Position/Individual]
	☐
	3
	Containment

	3.1
	Document evidence from the incident
	Lead Investigator
	☐
	3.2
	Complete a full system shutdown 
	Operations Chief
	☐
	3.3
	[Add Actions]
	[Add Position/Individual]
	☐
	4
	Eradication

	4.1
	Identify and prioritize vulnerabilities for mitigation
	Operations Chief
	☐
	4.2
	Remove malware, inappropriate materials, and other components
	Database SMEs
	☐
	4.4
	[Add Actions]
	[Add Position/Individual]
	☐
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